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IntesaSanpaolo bank: Italian Leader with a
European Scale

B Largest domestic network: approximately 4,400 branches and 11.1
million clients_

B Strategic international presence

B Selected commercial banking presence in Central and Eastern
Europe and Middle Eastern and North African countries reaching
8.3 million clients in 12 countries through a network of
approximately 1,400 branches

Market Capitalisationt?
euro 54.2 bn

5,779
Branches

Customers
~ 8.3 million 1,387
abroad

abroad

4,392
~19.4 million in aly
1
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IntesaSanpaolo bank: European Scale

EUROZONE RANKING BANKS’ MARKET CAPITALISATION (euro bn)
HsBC | 156.9
1 Banco Santander | co.7

Lioyds Banking Group | 25.9
ues | 73.1

2 BNP Paribas | ¢ 5
Barclays | ¢ 1.6
3 ING I 572

Royal B. of Scotiand GGG 57 .2
eevAa I 55.4
_ s42
Nordea N 45.3
credit Suisse [N 404
3 Deutsche Bank [N 37.2
Standard Chartered [N 36.5
7 Unicredit [ 3.0
crédit Agricole NG 5.2
Société Générale [N 3.8
Danske Bank [ 26.6
Sberbank [ 25.3
Skandinaviska Enskilda [ 25 1
10 kec I 25.0
Svenska Handelsb. [N 24.9
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ISGS : ICT service for IntesaSanpaolo

B 90 min of transactions per day supported by our ICT infrastructure.
B 4 Datacenters to allow high reliability of data in case of disaster.

B Avalaibility of 2 sites in each of the 3 production centers (Torino,
Milano and Parma) in sincronous copy mode.

W Disaster recovery assured by a third site avalaibility for each site in
asincronous copy mode.

- Sistema Informativo Target - - Sistemi Banca IMf e Dir. Tesoreria -

Campus Geografico “Dual-site”

SR BliSysiems — Parma
Moncalieri Settimo Torinese DR (>100 km)
DR incrociato (210 Km) e P
_| — P. Dell’Amore (AA) Scala

Parma CED Parma Campus

Campus Locale “Dual-building”
== Produzione
Campus - Disaster

Recovery
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IntesaSanpaolo Datacenters
Datacenters distribution and replication paths
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The Storage Area Network (SAN)

B A Storage Area Network (SAN) is a high
speed network that connect Storage
devices.

In our SAN Mainframe 45 Storage devices
(IBM's System Storage DS8000 and IBM Tape
libraries) are connected with 6 IBM mainframe
z/systems via 28 Brocade DCX 8510-8
Backbone Ficon director.

® Ficon directors are the heart of SAN.
Ficon directors are fibre channel switches with
more than 128 ports that connect an high
number of storage devices forming a SAN.

¥ Monitoring Ficon Director means receive
health status information from all storage
devices of the SAN and the quality of data
througthput. Indeed all data traffic passes
through it's ports.
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SAN Mainframe: metropolitan data replication
Mainframe Ficon director Metropolitan configuration

Moncalieri 32 x 10_Gbps ISLs

DWDM 3
67 - 68 Nortel 5200
BROCADE DCX2 § il o
396 ports

65-66 |
BROCADE |
DCX2

396 ports

61— 62
BROCADE DCX2

DWDM 4

l
_____ /‘<
V

75-76
BROCADE DCX2
396 ports

71-72

GROUP SERVICES

] : BROCADE
396 ports ettt = DCX2
DWDM 1 DWDM 2 * 396 ports
63-64 | Nortel 5200 Nortel 5200 7374
BROCAI;SGDPCC;)r(é i BROCADE DCX2
) ./ 396 ports j
Tormo
Parma SAN
Geografica

384 ports avail. per site:

354 SFP 8Gbps

16 SFP 4Gbps

10 - 20
BROCADE
DCX1 .
384 ports 384 ports
Lo
&1 Parma CED y i Parma Campus Y.
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SAN Mainframe: Geographic data replication
SAN Mainframe geographic ficon director con_fi_guration

-“’Moncalieri ccMGEOA 4 Settimo
BROCADE DWDM 3 DWDM 4 SETGEOA
DCX2 Nortel 5200 BROCADE DCX2
160 ports ] 3t

S

T I 160 ports/

SETGEOB
BROCADE DCX2

CCMGEOB T 160 bort
: orts
BROCADE DCX2 DWDM 1 p
160 ports

Nortel 5200 Nortel 5200

J

Torino Dark Fibers 400 km

Parma
300 m,
pwpm 6 {7
ADVA SFP3000 il
CEDGEOA . CAMGEOA .
12/x 10Gbit ISL
12 x 10Gbit ISL BROCADE DCX2 T BROCADE DCX2 <X 12 x 10Gbit ISL
160 ports l 160 ports

CAMGEOB

; . CEDGEOB i BROCADE DCX2

Parma CED M®ss55" BROCADE DCX2 %% Parma Campus 160 ports

160 ports J %:’ P J
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SAN Mainframe summary

B 28 Brocade DCX 8510-8 Backbone Ficon director with 9728 ports

M Every Ficon director’s ports are divided in three virtual partitions
named Contexts (Base, Ficon and PPRC contexts)

B 32 ISL link at 10 Gbps speed to connect Moncalieri to Settimo
Torinese

B 24 DS8000 IBM Storage devices (3589 Tb) e 21 IBM TS3500 and
TS77x0 Tape Library devices (19742 Tb)

Ficon director is the core of SAN.
Monitoring them allows to control all the network.
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What’s to be monitored? From past to present.

Alerts from the z/OS

Tracing IOS error messages from
mainframe z/OS. This didn’t allow
to know the type of failure and its
position.

Monitor of the 57% of SAN

Before we monitored only the 16
metropolitan ficon director. We
noticed problems involving only the
ficon contexts.

INTESA SNNPAOLO
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Alerts directly from

the Ficon director
This allows to know
where is the failure and
to solve the

problem faster.

Monitor all the SAN

To extend control to all

the contexts including geographic
replication (PPRC) and disaster
recovery devices.




Why Zabbix?

nn

Many ways to monitor the SAN
Possibility to collect data using both SNMP protocol, Zabbix trapper and
network simple checks.

Automatic build and update of monitored objects
Using Zabbix low level discovery powerful features we have to set initial
template rules to find all the ports and let the SAN to form itself.

Easily manage great volumes of objects
In our SAN we have a large amount of items per host and 390 NVPS:

Tailored front end for NOC and Storage and Data Management
With Zabbix API we can develop a tailored front end fitting different
needs to monitor, manage and analyze problems of SAN.

Zabbix knowledge and support on site
Working side by side with Zabbix expert and front end developers it's
fundamental to reach our targets.
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How Zabbix works in IntesaSanpaolo?

B Zabbix connects to all ficon directors through SNMP protocol.
Same of the network checks are made using other protocols (e.g. SSH).

by

%1 Moncalieri FICON DIRECTOR
i BROCADE DCX2
1856 ports FICON DIRECTOR
BROCADE DCX2
1856 ports
ZABBIX
SERVER
FICON DIRECTOR
FICON DIRECTOR BROCADE DCX2
BROCADE DCX2 704 ports
704 ports
Doyl
) & Parma Campus y
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How we structured Zabbix: Hosts and templates

nn

2 Templates to manage context with different severity levels
In our SAN the base context is the most critical because its ISL ports
manage all the traffic that passes from a datacenter to another.

4 host groups: One for each data center
We have created four host groups to fastly recognize the location of
device in trouble and save time in technical resolution of the problem.

72 hosts: every host represent a switch context
This hosts organization has been designed to reflect that each context
transmits distinct kind of data with different severity.

27 Items per port and 14 items per switch context
These are divided in 6 applications that represent different types of item:

B 2 apps for switch and port technical details and attached device
M 2 apps for traffic quality (Rx / Tx and port errors)

W 2 apps for port healthy status and switch hardware controls

INTES SNNPAOLO 12
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A customized front end with Zabbix API

nn

Improve data presentation

We needed better performance
and data organization. Zabbix
maps and Latest data panel were
inadequate for our targets.

High interactive data analysis
Zabbix graphs couldn'’t offer
anything else than time range
selection and static information.

Custom extra features for NOC =

We needed an advanced system
to track problem management.

INTES SNNPAOLO
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Modern and flexible web
technologies utilization

Using javascript framework like
EXTJS we built leaner interfaces
with custom layouts.

Custom powerful graphs
Using HIGHCHARTS advanced
features we take advantage of
items compare, zoom and
customized graphical mode.

DB for events management
Issues are recorded as they happen,
and purged as they are solved.



SAN Mainframe monitor: targets and organization

nAn

Monitor

INTESA SNNPAOLO
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Near real time alert dashboard
Switch groups map

Custom triggers to avoid false alarms

Issues management system for NOC
Ignored issues filtering system

Administration panel

Switch context overview panel
Port details panel

Port traffic and errors charts

14



SAN Mainframe

'J Cruscotto i Sistema | Storico 'm Gestione || Admin |

PROBLEMI ATTIVI (2 problemi)

Criticieh | Inkzio | Durata

2007715 1107:34 19 5h 1dm DCXES_Ficon
200715114636 10g4n33m  DCXT3_Ficon

Alert dashboard
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SAN Mainframe Monitor : the management panel
Cruscono | Sistema || Storico | 1SL Admin TS 11:30:09

TUTTI | PROBLEMI (31 problemi) T Raggrupa OFF

Crithcita | Inizia Switch Porta Descrizione Atthvo | Ack |

2207115 15:55:24

1907115 13:56:02

2207115 15:58:11

22007115 15:58:11

220TILS 14:29:28

2207115 11:29:48

22/07/15 03:46:09

22007715 03:46:05

22007115 03:45:59

2207715 03:45:52

2000715 11:48:36

190715 13:48:18

SRR Inizio problema 19/07/15 13:15:20
19/07/15 13:03:18

e 2300715 00:39:47  Stefano Andrioli (LOZB45T) Segnalato a Zuliani che sta tacendo verifiche con | tecnici
1807715 00:32:33 | IBM e cablator

1707115 11:13:25 20/07/1508:15:10  Orazio Raciti (L02B466) la chiamala associata alla problematica porta 20004 ¢
170715 09:2230 s

1707115 08:10:30
1707715 08:55:30
17/07715 08:07:30
16/07/15 06:22:30
LA W | DG Event management
1307/15 09:51:45

080715 16:08:48

icon] TrgPort-PortCrcsError-{2/20-94

a5 5 5888883383
?iﬂwwwwamwwwwﬂm

Data .| Utente Messaggio

Mesa
Meésa
Metsa
Mo
Me@a
Mega
Mesa
Maga
Mewa
Measa
Meda
Mema
Mema
Media
Meda
Meda
Mexgia
M
Metta
MNema
Mema
Medsa
Meda
M
Mo
Meda

§83 333 s358cF¢3F
I T T BT I

Issues list
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Port traffic

SAN Mainframe Monitor : the port details panel

Cruscotto Storico ISL Port status ZABBIX| OK
DCX64 Ficon > Porta 1/2-2 22

DISPOSITIVO COLLEGATO

TRAFFICO PORTA Da: | 21/11/14 A | 291114

HOST01M o 9
S/N 840044CB7 c 9
= 0 >
s Modello H66 ﬂ ()]
Z — RxWords Tag 80 AB =
£ 4MBps = TRiineds IBM 2827 Port Speed 8GB <
STATO TRIGGER .
0 Bps 0
12:00 12-30 13:00 13-30 14:00 14-30 PortStatCoumLossofSignal Ok Media m w
connUnitPort Ty pe Ok Media m 3
ERRORIPORTA  Da: | 21/11/14 A 2111114 connUnitPort Ty pe-1SL Ok Alta - ﬁ
= C3Discards-ISL I_ m

STATO PORTA
g connUnitPortHWState ACTIVE .
.-fE- connUnitPoriType F-PORT
— NoTxCredits @ S\ FCportlinkState ENABLED
swFCPortOpStatus ONLINE
swFCPortPhy State IN-SYNC
12:30 13:00 1330 14-:00 SWSprJ(PDW&I’ -3.6000
Port errors Status details
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Future purposes

® |IBM DS8000, TS3500 and TS77x0 monitoring

B Z/os Mainframe data configuration integration

B Service based items aggregations for SLA measurement
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Thank you for
your attention
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