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Chapter 1. Installation Considerations

Read the following sections to learn more about:
» Choosing an installation type
* Hardware requirements

» Configuration settings for optimal performance

1.1. Which Zenoss I nstallation Should Y ou Choose?

Zenoss provides these categories of artifacts for a fresh server deployment:

Artifact Notes Chapters

RPM (*.rpm) |Standard RPM installation. Requires a |"Installing for RHELS5
Redhat/CentOS-based Linux installa- |or CentOS5"
tion and MySQL.

Appliance RPM installation on top of a minimal "Installing the Virtual
CentOS 5.4 Linux installation. Appliance"

Stack (*. bi n, |All-in-one installer; supports most Linux | "Installing from the

*. deb, *. app) |distros and OS X. Includes MySQL. Stack Installers," In-
stalling from the De-
bian Stack Installer,"
Installing from Mac OS
X"

Table 1.1. Zenoss Installation Types
If your choice of platform is not constrained, Zenoss recommends using the 64-bit RPM artifact.

Zenoss also provides the option to install and build from source.

1.2. Hardwar e Requirements
You should meet these minimum hardware requirements for a single-server installation of Zenoss.

1.2.1. Deployments Up to 2000 Devices

Deployment Size Memory CPU Storage

1 to 250 devices 4GB 2 cores 1x300GB, 10K RPM drive
250 to 500 devices 8GB 4 cores 1x300GB, 10K RPM drive
500 to 1000 devices 16GB 8 cores 1x300GB, 15K RPM drive
1000 to 2000 devices |64GB 8 cores 1x300GB, 15K RPM drive

Table 1.2. Hardware Requirements: Up to 2000 Devices

1.2.2. Deployments Over 2000 Devices

Zenoss is successfully deployed at multiple sites with tens of thousands of devices. If you are planning to monitor
more than 2000 devices, or will monitor a network with complex topology, there are additional requirements and
configurations to consider. Contact Zenoss Professional Services for deployment planning assistance.
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1.2.3. Other Considerations

Zenoss is a highly 10-intensive application; as a result, it usually performs best when using direct attached storage.
However, an appropriately tuned SAN/NAS environment can also be used effectively with a Zenoss installation.

Note

Zenoss recommends that you use a hardware-based RAID 1 (mirroring) drive subsystem to protect against data
loss.

1.3. Server Hardware Configuration
1.3.1. File System Configuration

Zenoss stores gathered performance data in individual RRD files. Performance updates are 8 bytes per data point,
which translates to a 4KB file system block update. Under such a high volume/low throughput usage pattern, jour-
naled file systems can be detrimental to IO performance.

If possible, create a separate, non-journaled partition for $ZENHOVE/ per f (for RPM, / opt / zenoss/ per ).
For more information about file system performance tuning and increasing RRD performance, browse to:

http://oss.oetiker.ch/rrdtool-trac/wiki/TuningRRD

1.3.2. Deploying in a Virtualized Environment

Zenoss is deployed successfully at many sites in a virtualized environment. However, this type of environment
requires additional configuration to ensure there is no resource contention for the Zenoss application (CPU, memory,
10). Zenoss Professional Services can provide expert assistance in this area.

1.4. Post-I nstallation Performance Tuning Tasks

After your installation is complete, there are several configuration settings you should adjust to obtain proper per-
formance. Based upon the size of your planned deployment, changes to the MySQL configuration, as well as tuning
of the Zope configuration file, are required. See the chapter titled "Post-Installation Performance Tuning" in this
guide for more information.
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Chapter 2. Installing for RHEL 5or CentOS5
2.1. Prerequisite Tasks and Requirements

Before installing, ensure that your system meets all requirements and that you perform pre-installation tasks.

2.2. Requirements

Run all commands as r oot , from the machine where you want to install Zenoss.
Zenoss requires that Sun JRE 1.5 or later version be installed on your system.
The / opt / zenoss directory cannot be a symbolic link to another location.

Ensure the umask is set to 022 (masks write permissions for group and others).

2.3. Tasks

Before you install:

1. Run the Yellowdog Updater, Modified (YUM), which you will use to install Zenoss. To run YUM, enter this
command:

# yum -y install nysql-server net-snnp net-snnp-utils gnp |ibgonmp libgcj liberation-fonts
Download the Zenoss installation files.
If you have just installed MySQL, then use the following command to add MySQL into the startup sequence:

# [/ sbi n/ chkconfig --add nysql d
4. Enter the following command to display current run levels:

# /[ sbin/chkconfig --1ist mysqld
5. If the system responds with something similar to:

mysqld O:of f 1:of f 2:0off 3:0ff 4:o0ff 5:0ff 6:off

then enter the following command to adjust run levels:

# /sbin/chkconfig --1evel 2345 nysqld on
6. Restart MySQL and set the password.

Note

Do not add a space between the single quotes in the following commands.
# letc/init.d/ nysqgld restart
# [usr/bin/mysqgladm n -u root password '’
# [usr/bin/nmysqgladmn -u root -h |ocal host password "'

Note

Initially, the MySQL password must be blank so that Zenoss can correctly create the database. After you have
installed and started Zenoss, you can change this password.
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2.4. Install the Software

Follow these steps to install Zenoss for Red Hat Enterprise Linux 5 or CentOS 5.
1. Enter one of the following commands to install the Zenoss RPM.

For 32-bit:

# rpm-ivh zenoss-Version.el5.i386.rpm

For 64-bit:

# rpm -ivh zenoss-Version. el 5. x86_64.rpm

Where Version is the current Zenoss version.

2. If MySQL is running on a different server, or has a different root user password, edit the / opt/zenoss/ bi n/
zenoss_i nit _pre file and adjust the MYSQLHOST, MYSQLROOTUSER, and MYSQLROOTPASSWD values.

3. Enter this command to start Zenoss.
# service zenoss start

Note

This step may take several minutes.
4. Install the Core ZenPacks. Enter one of these commands.

For 32-bit:

# rpm -ivh zenoss-core-zenpacks-Version. el 5.i386.rpm

For 64-bit:

# rpm-ivh zenoss-core-zenpacks-Version. el 5. x86_64. rpm

2.5. Disable or Configurethe Firewall

To operate, Zenoss requires that several ports be open.

Open these ports in your firewall.

Port Protocol Direction to Description
Zenoss Server
8080 HTTP Inbound Zenoss Web interface
514 UDP Inbound syslog
162 UDP Inbound SNMP Traps

Table 2.1. Zenoss Ports

Alternatively, you can choose to disable the firewall. Use the following commands:

# service iptables stop
# chkconfig iptables off
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2.6. What's Next?

After installing Zenoss, go to the section titled "Quick Start" in the guide titled Getting Started with Zenoss. There
you will find instructions for initial setup tasks and basic information to help you begin using Zenoss.

Download the guide (in Portable Document Format) from the Documentation area of the Web site:

http://community.zenoss.org/community/documentation
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Chapter 3. Installing the Virtual Appliance
3.1. System Requirements

The system requirements for running the Zenoss Virtual Appliance are largely the requirements for running the
VMware Player. A typical host system used for a VMware installation should meet these specifications:

Dual core system
Minimum RAM - 4GB
Available disk space - 20GB

3.2. Prerequisite Tasks

Install the VMware Player. For downloads and installation instructions, go to:

http://www.vmware.com/products/player/

Ensure the umask is set to 022 (masks write permissions for group and others).

3.3. Installing the Appliance

Follow these steps to download and install the Zenoss appliance.

1.

Download one of the Zenoss Virtual Appliance files (zenoss- Version-86.vmare. zi p Or zenoss- Version-
x64. viwar e. zi p) from http://www.zenoss.com/download.

Unzip the file into a working directory.
Start the VMware Player.

Use the VMware Player to navigate to the directory where you unzipped the Zenoss Virtual Appliance package,
and then open the Zenoss Virtual Appliance.

After loading the appliance, the virtual machine window displays a message similar to:
Wl come to Zenoss
To access the Zenoss Managenent Consol e, pl ease browse to:

http://xxx. xxx. xxx: 8080

Note

If this message does not appear, then you may need to change the VMware player network connection option
from Bridged to NAT.

Log in as user r oot . The default root password is zenoss.

Open a new Web browser, and then enter the URL that appears in the login screen.

The Zenoss Setup Wizard appears.

3.4. What's Next?

After installing Zenoss, go to the section titled "Quick Start" in the guide titled Getting Started with Zenoss. There
you will find instructions for initial setup tasks and basic information to help you begin using Zenoss.
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Download the guide (in Portable Document Format) from the Documentation area of the Zenoss Web site:

http://community.zenoss.org/community/documentation

3.5. Converting the Virtual Applianceto ESX

Follow these steps to convert the virtual appliance to ESX:

1. Download the zipped appliance into the datastore volume on your ESX server (for example, /vnfs/vol -
umes/ YourDatastore).

Unzip the appliance and go to the uncompressed folder.
Run vnkf st ool s on the uncompressed vnuk file:

vikfstool s -i zenoss-[Version]-[Architecture].vmare.vndk zenoss-[ Version]-[Architecture].esx.vndk

Note

You can delete all other files in the uncompressed folder, leaving only the new vnuk file.
Start your vSphere standalone client; or, in the case of ESX 4.0, open ESX Web Access.
Go to Inventory and find the ESX server where the . vndk file is located.
6. Create a virtual machine, following these steps:
a. Right-click the ESX server, and then select New virtual machine.

The Configuration panel appears.

Configuration
Select the configuration for the virtual machine
Configuration Configuration
Name and Location N
Datastore © Typical
Virtual Machine Version Create a new virtual machine with the most commen devices and configuration options.
Guest Operating System
CPUs @ Custom
ne{nc‘r-; Create a virtual machine with additional devices or specific configuration options.
e twor
SCSI Contraller
Select a Disk
Ready to Complete
‘l‘ Help <Back | Next = I Cancel |

Figure 3.1. Configuration

b. On the Configuration panel, select the Custom option, and then click Next.

The Name and Location panel appears.
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15 create New Virual Mech =)

Name and Location

Configuration
Name and Location
Datastore

Virtual Machine Version
Guest Operating System
CPUs

Specify a name and location for this virtual machine

Mame:

test-appliance

Virtual machine (VM) names may contain up to 80 characters and they must be unique within each

vCenter Server VM folder.

Inventory Location:

Memory

Network B i vour Location

SCSI Cantraller [} Discovered virtual machine
Selact a Disk @ Discovered Virtual Machine

Ready to Complete

«Back | Next > I

Cancel |

% |

‘l‘ =

Figure 3.2. Name and Location

c. Enter a name for the new virtual machine, choose the location of the virtual machine in your inventory, and
then click Next.

The Datastore panel appears.

5] Creste New Virtual Mach (o el |

Datastore
Select a datastore in which to store the virtual machine files

Configuration
MName and Location

Select a datastore in which to store the virtual machine files:

Datastore Name | Provisioned Free | Type Thin Provisioning | Access
Virtual Machine Version Fa 3,69TE 58631 GB NFS Supported Multiple hosts
i:z“ Operating System A L03TB 101270GE VMFS  Supported Multiple hosts
”amsm_“ FA 95,04 GE 122,96 GE VMFS Supported Multiple hosts
Network Sto 32,67GB 52583 GB VMFS Supported Single host
SCSI Controller
Select a Disk
Ready to Complete

Compatibility:

Validation not applicable this time.

<Back | MNext > I

Cancel |

= |

‘l‘ =

Figure 3.3. Datastore

d. Select the datastore where the appliance .vnuk file was converted with vikf st ool s, and then click Next.

The Virtual Machine Version panel appears.
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Virtual Machine Version

Configuration
Name and Location
Datastore

virtual Machine Version
Guest Operating System

Virtual Machine Version

This host or duster supports more than one WMware virtual machine version. Specify the virtual
machine version to use.

CPUs " Wirtual Machine Version: 4
Memory This version will run on YMware ESX Server version 3.0 and later, and YMware Server 1.0 and
Network later. This version is recommended when sharing storage or virtual machines with ESX Server
SCSI Contraller versions up to 3.5,
Select a Disk

* VWirtual Machine Version: 7

Ready to Complete
This version will run on VMware ESX Server wersion 4.0 and later, and YMware Server 2.0,
Choose this version if you need the latest virtual machine features and do not need to migrate to
ESX 3.

‘l‘ Help % Back | Next > I Cancel |

Figure 3.4. Virtual Machine Version

e. Select Virtual Machine Version 7, and then click Next.

The Guest Operating System panel appears.

& Create New Virtual |

Guest Operating System virtual Machine Version: 7
Specify the guest operating system to use with this virtual machine

Configuration

MName and Location ST A S R

Datastore " Microsoft Windows
Virtual Machine Ver. &

Guest Operati LELE

CPUs " Novel Netware
Memary © Solaris

Netwark ~

5CSI Controller By

Select a Disk Version:

Ready to Complete

propriate defaults for

ed Nat Enterprise LN ]
Red Hat Enterprise Linux 4 {64-bit)
Red Hat Enterprise Linux 3 (32-bit)
Red Hat Enterprise Linux 3 {64-bit)
Red Hat Enterprise Linux 2

Suse Linux Enterprise 11 (32-bit)
Suse Linux Enterprise 11 (54-bit)
Suse Linux Enterprise 10 (32-bit)
Suse Linux Enterprise 10 (54-bit)
Suse Linux Enterprise 8/9 (32-bit)
Suse Linux Enterprise 8/9 (64-bit)
Open Enterprise Server

Asianux 3 (32-bit)
Help Asianux 3 (54-bit) ext > I Cancel
Debian GNULinux 5 (32-bit) —
Debian GNULinux 5 (54-bit) él
“ehizn G e 4 £33ty

Figure 3.5. Guest Operating System

f. Select the guest operating system version appropriate for the architecture of the downloaded appliance
(Red Hat Enterprise Linux 5 (32-bit) or Red Hat Enterprise Linux 5 (64-bit)), and then click Next.

The CPUs panel appears.
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CPUs virtual Machine Version: 7
Select the number of virtual processars in the virtual machine.

Configuration
Name and Location Mumber of virtual processors:
Datastore

Virtual Machine Version

The number of virtual processors that can be

Guest Operating Svstem created for a ¥M depends on the number of

CPUS licensed CPUs on @ host and the number of

Memory processors supported by the guest 03,

Network

SCSI Controller Click Help for information on the number of

Select a Disk processors supported for various guest operating
systems,

Ready to Complete

‘l‘ Help % Back | Next > I Cancel |

Figure 3.6. CPUs
g. Select the number of virtual processors (by default, 1), and then click Next.

The Memory panel appears.

Memory virtual Machine Version: 7
Configure the virtual machine's memory size.
Configuration Memory Configuration
MName and Location r
Datastore 255 GBI Memory Size: 23. GE *
Virtual Machine Ver 128 GBH
Yiriua Machine version Maximum recommended for this
Guest Operating System 64 GBi— <l guest0S: 64 GB.
Rl 32 GB— Maximum recommended for best performance: 32760 MB.
Memory 16 GBH
Netwark . Minimum recommended for this
SCSI Controller &N guest 05: 256 ME.
Select a Disk 4GB
Ready to Complete P
1GEH
512 MBH
256 MB
128 MBH
&4 MB
32 ME ~
16 MBH
& ME . 2 . .
Linux values can vary. Consult your Linux release notes for accurate information,
4MEH
‘l‘ Help < Back | Next > I Cancel |

= |

Figure 3.7. Memory
h. Select the amount of RAM for the virtual machine (by default, 2GB), and then click Next.

The Network panel appears.

10
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15 create New Virtual Machi =l |

Network
Which netwark connections will be used by the virtual machine?

virtual Machine Version: 7

Configuration
Name and Location
Datastore

Virtual Machine Version
Guest Operating System
CPUs

Memory

Network

SCSI Contraller

Select a Disk

Ready to Complete

Create Network Connections
How many NICs do you want to connect?

e

Connect at
Pawer On

- ¥

Network Adapter

ﬂ |F\exlhle

NIC 1t |vM Network

Adapter choice can affect both networking performance and migration compatibility. Consult
the VMware KnowledgeBase for mareinformation on choosing among the network adapters
supportedfor various guestoperating systems and hosts.

«Back | Next > I

Cancel |

% |

‘l‘ =

Figure 3.8. Network

Adjust the Virtual NIC according to our ESX configuration. Be sure to select the right adapter (E1000 for 64-
bit appliances; Flexible for 32-bit appliances). Click Next.

The SCSI Controller panel appears.

SCSI Controller
Which 5CST contraller type would you like to use?

virtual Machine Version: 7

Configuration
MName and Location
Datastore

Virtual Machine Version
Guest Operating System
CPUs

Memory

Netwark

SCsI controller

" BusLogic Parallel (not recommended for this guest 0S)
% 151 Logic Parallel

" LSILogic SAS

" VMware Paravirtual

SCSI Controller
Select a Disk
Ready to Complete

<Back | MNext > I

Cancel |

= |

‘l‘ =

Figure 3.9. SCSI Controller
Select a SCSI controller (by default, LSI Logic Parallel), and then click Next.

The Select a Disk panel appears.

11
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Select a Disk virtual Machine Version: 7

Configuration A virtual disk is composed of one or more files on the host file system. Together these flles appear as a
Name and Location single hard disk to the guest operating system.
Datastore

Virtual Machine Version Select the type of disk to use,

uest LIDErsing sysem =

Guest Operating System Disk

CPUs

Memory " Create 3 new virtual disk

Network

SCSI Contraller @ Use an existing virtual disk

Seledt a Disk R iously configured virhual disk.
Select Existing Disk euse a previously configured virtual disk.
Advanced Options S e

Ready to Complete ) o
. Give your virtual machine direct access to SAN. This option alows you to

use existing SAMN commands to manage the storage and continue to
access it using a datastore.

" Do not create disk

‘I Help % Back | Next > I Cancel |

Figure 3.10. Select a Disk
k. Select the Use an existing virtual disk option, and then click Next.

The Select Existing Disk panel appears.

oo S e ol E

Select Existing Disk Wirtual Machine Version: 7
Which existing disk do you want to use as this virtual disk?

Canfiguration Disk File Path
Name and Location ’7

Datastore I[Storage] {2)] zenoss-3.0.2-839-x86.vmwareCB/zenc Browse... I

Virtual Machine Version
Guest Operating System
CPUs

Memory

Network .

SCSI Controller Look in: Izenoss-3‘U.Z-SSQ—!(BG.vmu\'araCE ;I
Select & Disk
Select Existing Disk Name | File Size | LastMadified
Advanced Options £5 zenoss-3.0.2-83%-@b.esxamdk 20 GB 13/10/2010 01:35
Ready to Complete

File type: ICompathe Virtual Disks (<.vmdk, =.dsk, “;I

Figure 3.11. Select Existing Disk
I.  Click Browse to browse to your datastore. Select .vndk, and then click OK.
m. Click Next, and then click Finish.
n. Start the virtual machine.

VMware also ships a conversion tool, VMware vCenter Converter, that can convert the appliance to a proper ESX
VM. For more information about this tool, go to:

http://www.vmware.com/products/converter
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Chapter 4. Ingtalling from the Stack Installers
4.1. Install for SUSE Linux Enterprise Server

Follow these instructions to install Zenoss and the Zenoss stack for SUSE Linux Enterprise Server (SLES).

4.1.1. Prerequisites

Ensure the umask is set to 022 (masks write permissions for group and others).

4.1.2. Download the Installer

If installing Zenoss Core, download the Zenoss installation files from this location:
http://zenoss.com/download
Download the Zenoss Enterprise installation files from the suse/ directory at the Zenoss download site:
http://support.zenoss.com/download

Note

Contact your Zenoss representative for site login credentials.

4.1.3. Launch the Installer

Choose one of the following methods to launch the installer, depending on your preference or environment:

e Command line
« KDE
e Gnome

4.1.3.1. Command Line
Follow these steps to open the installer from the command line.
Note

zenoss*. bi n is the current installation file.
1. Open a command line prompt, and then change to the directory where you downloaded the installer:

$ cd <Your Downl oadDi r ect or y>/

2. Make the installer executable. Use this command:
$ chnod +x zenoss*. bin
3. Runthe Zenoss installer. Zenoss requires that you perform this installation as the root user.
If you know your root password, then use the su command:
$ su - root -c ./zenoss*.bin
If you do not know your root password, then use the sudo command:

$ sudo ./zenoss*. bin
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Installing from the Stack Installers

4.1.3.2. KDE

Follow these steps to open the installer in KDE:

1. Make the file executable:
a. Right-click the downloaded file, and then select Properties from the actions menu.
b. Click the Permissions tab.
c. Select the "Is executable" option.
d. Click OK.

Run the program as root. Right-click the file, and then select the Open With menu item.

3. Enter this command to open the Zenoss installer:

kdesu
4.1.3.3. Ghome

Follow these steps to open the installer in Gnome:

1. Make the file executable:
a. Right-click the downloaded file, and then select Properties from the actions menu.
b. Click the Permissions tab.
c. Select the "Allow executing file as program" option.
d. Click OK.

2. Run the program as root. Right-click the file, and then select the Open with Other Application menu item.

Select Use a custom command, then enter this command to open the Zenoss installer:

gksu

4.1.4. Install

The installer prompts for this basic configuration information at startup:
» Installation location (the default location is / usr/ 1 ocal / zenoss)
* Root password for MySQL

If you run the installer from a desktop, it provides graphical dialog prompts. If the installer is run from a headless
or remote location, is uses simple command-line prompts.

After launching the installer, the initial Zenoss installer screen appears.

1. Click Forward.

2. Choose the installation location for Zenoss, and then click Forward.
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[ Setup 2E)EE

Installation folder g _‘_l_

Please, choose a folder to install Zenoss

Select a folder l |@ |

| «Eack H *Eurward || egancel |

Figure 4.1. Zenoss Installer Screen Location

If port 8080 is in use, the installer prompts for an alternate port number:

Pl ease enter the Zope configuration paraneters you wi sh to use.

Zope Server port: [8080]:

Enter an alternate port number.

Note

You also can override the default port number by using the following option when launching the installer:
--zope_server _port Port

4. The MySQL Credentials screen appears and prompts you for MySQL password information.
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re- |
(@ BEE
MySQL Credentials { J

Please enter your database root user password

MySQL Server root password [.....l l

Re-enter password [..IIII| l

| «Eack || *Eurward || egancel |

Figure 4.2. Zenoss Installer Screen - MySQL Password

The root password for MySQL is for a fresh installation of MySQL dedicated exclusively to Zenoss. It is not the
root password for the computer, or the root password to any existing MySQL installation. You can use any non-
empty password; this password is not stored by the Zenoss installer.

Click Forward.

5. You are now ready to Install Zenoss.
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© Setup EHEE

Ready to Install g _‘_i_

Setup is now ready to begin installing Zenoss on your computer.

| «Eack H *Eurward || egancel |

Figure 4.3. Zenoss Installer Screen - Ready to Install

Click Forward to start the install process.

< Setup ==

Installing ﬂ }

Please wait while Setup installs Zenoss on your computer,

Installing
Initializing MySQL Database

Figure 4.4. Zenoss Installer Screen - Progress Bar
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This point in the installation process may take several minutes without showing any change. Note that there is
a long pause (up to several minutes) near the end of the installation as Zenoss initializes.

6. When installation is complete, the following dialog appears.

Setup =) E)EE

Completing the Zenoss Setup Wizard

Zengss

Setup has finished installing Zenoss on your
computer,

Launch Zenoss

Figure 4.5. Zenoss Installer Screen - Finish and Launch Zenoss

If you select "Launch Zenoss" the installer will attempt to run your Web browser and point it to Zenoss. If this
fails (usually because your browser is already running), then direct your browser to this location:

http://localhost:PortNumber/

Where PortNumber is 8080 (by default) or the alternate port number you selected during installation (if port 8080
was already in use). For example, if you installed on your local computer, and selected port 8888 as the new
port for the Zope server, then use the following location:

http://localhost:8888
7. Click Finish. The Zenoss setup wizard appears.

4.1.5. What's Next?

After installing Zenoss, go to the section titled "Quick Start" in the guide titled Getting Started with Zenoss. There
you will find instructions for initial setup tasks and basic information to help you begin using Zenoss.

Download the guide (in Portable Document Format) from the Documentation area of the Web site:

http://community.zenoss.org/community/documentation
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Chapter 5. Installing from the Debian Stack
|nstaller

5.1. Prerequisites

Ensure the umask is set to 022 (masks write permissions for group and others).

5.2. Install from the DEB

Use one of the procedures in this chapter to install Zenoss and the Zenoss stack (from the zenoss-stack DEB) for
Debian or Ubuntu.

5.2.1. Using apt (Command Line)
1. Add the Zenoss repository to the / et c/ apt/ sour ces. | i st file. Add the following line at the bottom of the file:

# Zenoss repository
deb http://dev.zenoss. org/deb main stable

2. Enter the following commands:

apt - get update
apt - cache search zenoss- st ack

This should return:

zenoss-stack - Zenoss Stack with all requirenents

3. Enter this command to install the Zenoss stack:

apt-get install zenoss-stack

Zenoss is installed in the / usr/ 1 ocal / zenoss directory.
4. Start Zenoss with this command:

# /etc/init.d/zenoss-stack start
5.2.2. Using dpkg
1. Browse to the following location and download the desired Zenoss version to your local file system:

http://dev.zenoss.org/deb/dists/main/stable/
2. Install the downloaded file:

# dpkg -i Fil eNane
3. Zenoss is installed in the / usr/1 ocal / zenoss directory.

Start Zenoss with this command:

# /etc/init.d/ zenoss-stack start
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Chapter 6. Installing for Mac OS X

Use the following information and procedures to install Zenoss for Mac OS X 10.5 Leopard.

6.1. Installation Notes

» The Zenoss installer creates the user "zenoss" and runs the application as that user.

 MySQL and all dependencies are installed in the directory you select during installation (by default, the /usr/
I ocal / zenoss directory).

*  MySQL (zenoss- st ack- nysql . pl i st) and Zenoss (zenoss- st ack. pl i st ) start scripts are automatically launched
at startup. These scripts are located in the / Li br ar y/ LaunchDaenons directory.

» If the installer cannot find MySQL.:
1. Modify the line in the .bashrc file to read:

export PATH=$ZENHOME/ bi n: $PATH: / user /| ocal / mysql / bi n
2. Change to the install directory and proceed with installation.

» To remove an installation of Zenoss, use uni nst al | . app, located in the directory where you installed Zenoss
(by default, the / usr/1 ocal / zenoss directory).

6.2. Prerequisites

Ensure the umask is set to 022 (masks write permissions for group and others).

6.3. Installation Procedure

Follow these steps to install Zenoss for Mac OS X.
Note

Depending on your firewall configuration, inbound network connections may be restricted. In this case, one or
more related dialogs may appear during Zenoss installation and launch. To successfully complete the installation
process, click Allow in each dialog that appears.

Download the zenoss- st ack- Version. app. t ar. gz file from the Zenoss download site.
Double-click the zenoss- st ack- Version. app. t ar . gz file to expand it.
Double-click the zenoss- st ack- Version. app file.

A

When prompted, enter your administrative password.

The Zenoss Setup Wizard appears.
5. Click Next.

The Installation Folder panel appears.
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e Setup

Installation folder G :|

Please, choose a folder to install Zenoss

G

Select a folder fusrflocal/zenoss

,r. Cancel \ ,r < Back \"l( Next > )

Figure 6.1. Installation Folder

6. Choose the location where you want to install Zenoss, and then click Next. By default, Zenoss is installed in
/usr/local/zenoss.

The Ready to Install dialog appears.
7. Click Next to start installation.

A progress dialog appears. Click Cancel at any time to stop installation.

When installation is complete, the Completing the Setup Wizard dialog appears.
8. Leave the Launch option selected and click Finish.

Zenoss launches in the following browser location:

http://localhost:8080

0.4. What's Next?

After installing Zenoss, go to the section titled "Quick Start" in the guide titled Getting Started with Zenoss. There
you will find instructions for initial setup tasks and basic information to help you begin using Zenoss.

Download the guide (in Portable Document Format) from the Documentation area of the Web site:

http://community.zenoss.org/community/documentation
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Chapter 7. Installing from Sour ce

7.1. Sour ce Installation

This section describes the process for installing Zenoss from source.

7.2. Major Dependencies

To install Zenoss from source, you need:

A build environment including binutils, gcc/g++.
MySQL 5.0.x

Where x >= 22.

Make sure you assign a password to root and that nysql _confi g is in the path.
GNU build environment (GNU Make)

SWIG >=1.3

Autoconf >=2.53

7.3. Prerequisites

Ensure the umask is set to 022 (masks write permissions for group and others).

7.4. System Setup

Follow these steps to set up your system before installing.

1.

Create the user "zenoss" under which most of the daemons will run:

bash$ useradd zenoss
Set Zenoss environment variables. Add the following lines to the appropriate profile for your shell (for exam-
ple, .profile):

export ZENHOVE=/usr/| ocal / zenoss
export PYTHONPATH=$ZENHOVE/ | i b/ pyt hon
export PATH=$ZENHOME/ bi n: $PATH

export | NSTANCE HOVE=$ZENHOVE

ZENHOME is the path to your Zenoss installation. PYTHONPATH lets Python find the libraries used by the
system.

Zenoss recommends installing in a directory other than the zenoss user's home directory. Do not use / hore/
zenoss. If you need to reinstall Zenoss in the future, this is made easier by a dedicated installation directory.
When you run the installation script, you must first log in as the zenoss user.

Create the Zenoss installation directory and set the ownership:

bash$ nkdir /usr/local/zenoss
bash$ chown zenoss /usr/l ocal/zenoss

Start MySQL.
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7.5. Build and I nstall

Follow these steps to build and install Zenoss.
1. Login as the user zenoss.
2. Use one of the following commands to install Zenoss:

To build from the source tarball:

bash$ tar -xzvf zenoss-Version.tar.gz
bash$ cd zenoss- Version
bash$ ./install.sh

To build from the latest sourcein Subversion on the stable 3.0 branch:

bash$ svn co http://dev.zenoss. org/ svn/ branches/zenoss-3. 0. x/i nst zenossi nst-3.0.x
bash$ cd zenossinst-3. 0. x
bash$ SVNTAG=br anches/zenoss-3.0.x ./install.sh

To build from the latest sourcein Subversion on thetrunk:
Note

You should not use this procedure for production versions.

bash$ svn co http://dev.zenoss. org/ svn/trunk/inst zenossi nst
bash$ cd zenossi nst

bash$ ./install.sh

Notes:

* To clean a failed install, execute the following command:

bash$ make cl ean

» All files needed for execution are built and installed under $ZENHOME, including Zenoss and other com-
ponents such as Zope, RDD, and Twisted.

» This script creates several tables, as well as a trigger to move events from status -> history on deletion.
This trigger requires "SUPER" permission which is granted to root by default (but can be granted to other
users manually).

» By default, the Zenoss Web server listens on port 8080 for Web connections. You can change this by
modifying $ZENHOVE/ zope. conf and other references to the port number in daemon configs.

» zensocket needs to be setuid to open raw sockets. As root, run:

chown root:zenoss /usr/local /zenoss/ bi n/ zensocket
chrmod 04750 /usr/| ocal / zenoss/ bi n/ zensocket

e To access the Zenoss portal:
In a Web browser, browse to:
http://hostname: 8080
Username: admin

Password: zenoss
3. Start the Zenoss daemons.
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Use the zenoss script to stop and start the system. To start, enter:
bash$ $ZENHOVE/ bi n/ zenoss start

To check that all daemons are running, enter:

bash$ $ZENHOVE/ bi n/ zenoss st at us

The system should respond with output similar to this:

Daenon: zeoctl| program running; pid=4295
Daenmon: zopect| program runni ng; pid=4299
Daenon: zenhub program runni ng; pi d=1093
Daenon: zenpi ng program runni ng; pid=8721
Daenon: zensysl og program runni ng; pi d=8726
Daenon: zenstatus program runni ng; pid=8731
Daenon: zenactions program running; pi d=8736
Daenon: zentrap program runni ng; pid=8742
Daenon: zennodel er program runni ng; pi d=8751
Daenon: zenperfsnnp program runni ng; pi d=8757
Daenon: zenconmand program runni ng; pi d=8765
Daenon: zenprocess program running; pid=8770

7.6. Platfor m-Specific Notes
7.6.1. Setting Socket bufferson Unix platforms

You may want to increase the size of the systems net buffers.

on Linux in the file / et ¢/ sysct | . conf, add:

net.core. rmem def aul t =1048576
net . core.rmem nmax=1048576
net . core. wrem def aul t =1048576
net . core. wrem nax=1048576

to configure without a reboot:
sysctl -w net.core.rnmem defaul t =1048576
sysctl -w net.core.rmem nmax=1048576

sysctl -w net.core. wem def aul t =1048576
sysctl -w net.core. wrem nax=1048576

7.6.2. Running with a Remote MySQL Instance

See the appendix titled "Using an Existing MySQL Server to Store Events" in Zenoss Administration.
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Chapter 8. Other Installations

8.1. RHEL4 Installation I nstructions

Follow these instructions to install Zenoss for Red Hat Enterprise Linux 4 or CentOS 4.
8.1.1. Prerequisite Tasks and Requirements

The / opt/ zenoss directory cannot be a symbolic link to another location.
Run all commands as root, from the machine where you want to install Zenoss.
Ensure the umask is set to 022 (masks write permissions for group and others).

Before you install:
1. Run one of the following commands, depending on whether you are installing for RHEL 4 or CentOS 4.

RHEL 4
# up2date net-snnp net-snnp-utils gnp libgcj |ibgonp |iberation-fonts

CentOHA

# yum -y install net-snnp net-snnp-utils gnp |libgonp libgcj |iberation-fonts
Download the Zenoss installation files.

Download the MySQL 5.0 packages (MySQL-server-standard, MySQL-client-standard, and MySQL-devel-stan-
dard) for your platform.

For 32-bit:

$ wget http://downl oads. mysql . coni ar chi ves/ nmysql - 5. 0/ MySQL- ser ver - st andard-5. 0. 22-0.rhel 4.i 386.rpm \

http://downl oads. nysql . cont archi ves/ nysqgl -5. 0/ MySQL- cl i ent - st andar d- 5. 0. 22-0. rhel 4. 386.rpm \
http://downl oads. nysql . cont ar chi ves/ nmysqgl - 5. 0/ MySQ_- devel - st andard-5. 0. 22-0. rhel 4.1 386. rpm

For 64-bit:

wget http://downl oads. nysql . cont ar chi ves/ nysql - 5. 0/ MySQL- ser ver - st andard-5. 0. 22- 0. r hel 4. x86_64. rpm \

http://downl oads. nysql . cont ar chi ves/ mysql - 5. 0/ MySQ_- cl i ent - st andar d- 5. 0. 22- 0. rhel 4. x86_64. rpm \
htt p:// downl oads. nysql . conf ar chi ves/ nmysqgl - 5. 0/ MySQL- devel - st andar d- 5. 0. 22-0. r hel 4. x86_64. r pm

4. Install the MySQL packages:

rpm-UWh MySQL*.rpm

5. Enter the following command to display current run levels:

# [ sbin/chkconfig --1ist nysql
6. If the system responds with something similar to:

nysqgl O:of f 1:off 2:off 3:0ff 4:0off 5:0ff 6:o0ff

then enter the following command to adjust run levels:

# [/ sbin/ chkconfig --1evel 2345 nysqgl on
7. Restart MySQL and set the password.

25



Other Installations

Note

Do not add a space between the single quotes in the following commands.
# /etc/init.d/ nysql restart

# [usr/bin/mysgladm n -u root password '’
# /usr/bin/mysqgladm n -u root -h YOUR SERVER NAME password "'

Note

Initially, the MySQL password must be blank so that Zenoss can correctly create the database. After you have
installed and started Zenoss, you can change this password.

8.1.2. Install the Softwar e

Follow these steps to install Zenoss for Red Hat Enterprise Linux 4 or CentOS4.

1. Enter this command to Install the Zenoss RPM:
# rpm -ivh zenoss-Version.el 4.i386.rpm

where Version is the current Zenoss version.

2. If MySQL is running on a different server, or has a different root user password, edit the / opt/ zenoss/ bi n/
zenoss_i ni t _pre file and adjust the MYSQLHOST, MYSQLROOTUSER, and MYSQLROOTPASSWD values.

3. Use this command to start Zenoss:

# service zenoss start

4. Install the Zenoss Core ZenPacks. Enter these commands:

# rpm -ivh zenoss-core-zenpacks-Version. el 4.i386.rpm

8.1.3. Disable or Configurethe Firewall

To operate, Zenoss requires that several ports be open.

Open these ports in your firewall.

Port Protocol Direction to Description
Zenoss Server
8080 HTTP Inbound Zenoss Web interface
514 UDP Inbound syslog
162 UDP Inbound SNMP Traps

Table 8.1. Zenoss Ports

Alternatively, you can choose to disable the firewall. Use the following commands:

# service iptables stop
# chkconfig iptables off

Alternatively, open the following ports in your firewall.

8.1.4. What's Next?

After installing Zenoss, go to the section titled "Quick Start" in the guide titled Getting Started with Zenoss. There
you will find instructions for initial setup tasks and basic information to help you begin using Zenoss.
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Download the guide (in Portable Document Format) from the Documentation area of the Zenoss Web site:

http://community.zenoss.org/community/documentation

8.2. Installing on Other Platforms

For information and help with installing on other platforms (such as FreeBSD, Gentoo, or OpenSolaris), go to the
Zenoss Porting and Platforms sub-community resource and join the group for your platform:

http://community.zenoss.org/community/developers/porting_%26_platforms
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Chapter 9. Performance Tuning

After installing Zenoss, you can optimize its performance by:
» Packing the ZEO database

e Tuning MySQL

e Tuning Zope

Note

Performance tuning procedures assume an RPM installation. If you are using an alternate installation method,
details (such as path information) likely will differ.

9.1. Packing the ZEO Database

The ZEO database keeps records of all transactions performed. As these records accumulate, the database file
grows over time.

To keep the database running efficiently, Zenoss recommends that you regularly remove old transactions. As the
Zzenoss user, use cron to run the following job:

#Pack dat abase every Monday norning at 2am
0 2 * * 1 bash -1c "$ZENHOVE/ bi n/ zeopack. py -h | ocal host -p 8100 >> /tnp/logfile.log 2>&1"

9.2. Tuning MySQL

Zenoss performance is directly impacted by the performance of the MySQL database that supports the event sys-
tem. The default MySQL configuration (located in / et ¢/ ny. cnf for a standard MySQL installation) is a "starter" con-
figuration, and is not intended for Zenoss production use. Optimal tuning of the MySQL instance should be done by a
DBA familiar with MySQL; however, the following minimal configuration settings can be used in most circumstances
to yield acceptable performance.

1. Edit the ny. cnf file.

2. Add innodb_buffer_pool _size andinnodb_additional _mem pool _si ze lines to the file, as follows:
[nysql d]

user =nysq|
ol d_passwor ds=1

i nnodb_buf fer_pool _size = Val ue
i nnodb_addi ti onal _mem pool _si ze = 32M

3. Set the value of i nnodb_buf f er _pool _si ze according to the following guidelines:

Deployment Size Value of innodb_buffer_pool_size
1 to 250 devices 512M

250 to 500 devices 768M

500 to 1000 devices 1024M

1000 to 2000 devices 2048M

Table 9.1. Buffer Pool Size
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Note

These are the minimum suggested settings for this value. MySQL (and Zenoss) performance will benefit
from larger buffer pools if you have sufficient system memory. However, do not make the pool so large that
swapping occurs.

4. Restart MySQL as the root user:

nmysqgl d restart

9.3. Tuning Zope

The Zope application server runs the Zenoss user interface. Zope performance is tied closely to the performance
settings in the $ZENHOVE/ et ¢/ zope. conf file.

Zenoss recommends that you set several values in your zope. conf file to match your deployment. The value of
cache-si ze (as specified in zodb_db mai n) should exceed the number of objects in the global catalog. The following
steps will help you determine this value. You should check this value periodically and adjust it as necessary.

1. Edit the zope. conf file.
2. Add these lines to the file:

zserver—-threads [Value]l :\ |

python-check-interval [Valuel

<zodb db main>
mount-point
cache-size [Value]l
pool-size {Value} <
<zeoclient>
server localhost:8100
storage 1
name zeostorage
var 5INSTANCE/wvar
cache-size [Value]
</zeoclient>
</zodb_db>+

Figure 9.1. zope.cnf File
3. Calculate and set <zodb_db mmai n> cache-si ze value:
a. Inzendnd, execute the following command:
| en(zport. gl obal _cat al og)

b. Round up the returned value to the next highest multiple over the catalog size. For example, round up a
catalog value of 149,000 to 200,000. If this number exceeds 1 million, contact Zenoss Professional Services.

c. Enter the rounded-up value for cache- si ze (in <zodb_db mai n>).
4. Calculate and set the pyt hon-check-i nt erval setting:
a. As the zenoss user, run the following script:

inmport math; fromtest inport pystone; int(math.ceil (sunm(s[1] for s \
in (pystone.pystones() for i in range(3)))/150.0))

b. Enter the returned value for pyt hon- check-i nterval .
5. Calculate and set the <zeocl i ent > cache-si ze setting:
a. Pack the database. (See the section titled "Packing the ZEO Database.")
b. Set the value of cache- si ze to roughly two times the size of the $ZENHOVE/ var / Dat a. f s file.

6. Set the value of zserver -t hreads according to the following guidelines:
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Number of Concurrent Users Value of zserver-threads
1 to 50 users 4
50+ users 10

Table 9.2. zserver-threads Values

Set the value of pool-size according to the following guidelines:

Number of Concurrent Users Value of pool-size
1 to 50 users Remove the pool-size line.
50+ users 50

Table 9.3. pool-size Values

Restart Zenoss to acknowledge the new settings.
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Chapter 10. Upgrading

10.1. Overview and Prerequisites

Use the instructions in this chapter to upgrade your Zenoss instance. Depending on how you installed Zenoss, follow
the instructions in one of these sections to upgrade:

* bin stack installer

» Debian stack installer

* Zenoss Virtual Appliance

* RHEL 4 or RHEL 5 RPMs

» Source tarball installation

»  Subversion source checkout

10.1.1. Upgrade Paths

Refer to the following table to determine the upgrade path you must follow when upgrading to a newer version.

If your current version is: You can upgrade di-

rectly to this version:
2.1.x 2.1.3
2.1.3 224
2.2.X 2.2.4
224 2.3.3
2.3.X 2.4.5
2.4.x 25.2
2.5.x 3.0.3
3.0.x 3.0.3

Table 10.1. Upgrade Paths

10.1.2. Before Upgrading

To prepare your system for upgrade, you must:

» Verify prerequisites

» Disable the Zope persistent file system cache

» Install the PreUpgrade ZenPack (if upgrading from Version 2.5.x)
* Back up Zenoss data

10.1.2.1. Verify Prerequisites
Verify that Sun JRE 1.5 or later version is installed on your system.
Note

Zenoss is not compatible with the GNU Compiler for Java (GCJ).
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10.1.2.2. Disable Zope Persistent File System Cache

Older versions of Zenoss used a persistent disk cache in the zope. conf file. If you originally installed an older Zenoss
version, it is possible that your upgraded system still has this cache enabled. This configuration is not compatible
with the current version of Zenoss, and must be disabled before starting the upgrade process.

Follow these steps to disable and remove the cache:
1. Inthe zope. conf file, verify that the cl i ent zeol line is commented out, as follows:

<zodb_db nmi n>
nmount - poi nt /
# ZODB cache, in nunber of objects
cache-si ze 5000
<zeocl i ent>
server | ocal host: 8100
storage 1
nane zeost or age
var $I NSTANCE/ var
# ZEO client cache, in bytes
cache-size 20MB
# Uncomment to have a persistent di sk cache
#client zeol
</ zeocl i ent >
</ zodb_db>

2. As the zenoss user, enter these commands to remove old caches, if they exist:

zenoss stop
rm $ZENHOVE/ var/ *. zec
zenoss start

10.1.2.3. Install the PreUpgrade ZenPack (for Upgrade from Version 2.5.x)

When upgrading from Version 2.5.x, you must install the PreUpgrade ZenPack to prepare your environment for
the transition. This version depends on a new global catalog that indexes most objects in your database for quick
retrieval.

Run this ZenPack only against the Zenoss master; do not run it against Zenoss collectors.

To prepare your environment:
1. Download and save the PreUpgrade30 ZenPack . egg file from the Zenoss Community ZenPacks page:

http://community.zenoss.org/community/zenpacks
2. Run the following command as the zenoss user:

zenpack --install ZenPacks.zenoss. PreUpgrade30
3. Enter the following commands:

zopect| stop
zenhub stop

zopect!| start
zenhub start

4. Run the following command to build the catalog:
zencat al og start

When the zencat al og daemon starts, it will traverse your database and build the catalog.

You can check the progress of the daemon from the event console, or from the zencat al og. | og file. Run the
following command:
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tail -f $ZENHOWE | og/ zencat al og. | og
Note

You must wait until zencat al og finishes before continuing upgrade. The amount of time required to create the
global catalog depends on the number of devices and components in your database.

10.1.2.4. Back up Zenoss Data

Before upgrade, you must back up your Zenoss data

1. As the zenoss user, use the following commands to back up the Zenoss files. Use both backup methods for
maximum recovery options.

zenoss$ zenbackup --save-nysql -access --file /tnp/zenoss-backup.tgz
zenoss$ tar czf conpl ete-backup.tar.gz $ZENHOVE

2. Save the backup files to a location other than $zENHOVE.

10.1.3. After Upgrading

After upgrading, you must:
» Delete your browser cache. For example, if using Firefox, press Ctrl-Shift-R to clear your cache.
* Update Zenoss-provided ZenPacks (unless using an RPM installation) and community ZenPacks.

10.2. Upgrading the bin Stack I nstaller

Use these instructions to install an updated version of Zenoss for SLES.
Note

When updating the stack installer, you must install in the same location as originally installed.
Back up your Zenoss data files, as outlined in the section titled "Back Up Zenoss Data."

2. Clean up cache files with the following commands:

root# rm/hone/ zenoss/var/*. zec
root# find /honme/zenoss/perf -name \*.pickle -delete

3. As root, download the updated stack installer version from this site:

http://www.zenoss.com/download
4. As root, run this command:
# chnmod +x zenoss*. bin

5. Launch and run the installer.

Follow the procedures outlined in Chapter 3, "Installing from the Stack Installers," beginning with Section 3.1.2
“"Launch the Installer."

6. After upgrade, delete your browser cache. (For example, if using Firefox, press Ctrl-Shift-R to clear your cache.)

10.3. Upgrading the Debian Stack I nstaller

Use one of the following procedures to install an updated version of Zenoss from the Debian stack installer.
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Using apt (Command Line)
Back up your Zenoss data files, as outlined in the section titled "Back Up Zenoss Data."

Clean up cache files with the following commands:

root# rm/hone/ zenoss/ var/*. zec
root# find /home/ zenoss/ perf -nanme \*.pickle -delete

3. Enter the following commands:

apt - get update
apt - get upgrade zenoss-stack

Zenoss is installed in the / usr/1 ocal / zenoss directory.
4. Start Zenoss with this command:

# /etc/init.d/ zenoss-stack start

5. Delete your browser cache. (For example, if using Firefox, press Ctrl-Shift-R to clear your cache.)

Using dpkg
1. Back up your Zenoss data files, as outlined in the section titled "Back Up Zenoss Data."
2. Browse to the following location and download the desired version to your local file system:

http://dev.zenoss.org/deb/dists/main/stable/binary-i386/
3. Install the downloaded file:

# dpkg -i Fil eName
4. Zenoss is installed in the / usr/ | ocal / zenoss directory.

Start Zenoss with this command:

# /etc/init.d/zenoss-stack start

5. Delete your browser cache. (For example, if using Firefox, press Ctrl-Shift-R to clear your cache.)

10.4. Upgrading the Zenoss Virtual Appliance
Note
Upgrades from Zenoss Version 2.x virtual appliances to Version 3.x are not supported.
To install an updated version of the Zenoss Virtual Appliance, navigate to the console of your virtual appliance, and
then follow these steps:
1. Back up your Zenoss data files, as outlined in the section titled "Back Up Zenoss Data."
2. Install the libraries with the following command:
yum -y install |ibgonp libgcj |iberation-fonts
Download the Zenoss software.
4. Shut down your existing Zenoss instance. Use this command:

root# service zenoss stop

5. Run the following command to make sure all of the Zenoss processes have stopped. Verify that no results return
from the command.
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root# ps ax|grep zenoss

Note
If you see processes owned by MySQL, do not stop them.
6. Clean up cache files with the following commands:

root# rm/opt/zenoss/var/*.zec
root# find /opt/zenoss/perf -name \*.pickle -exec rm-f {} \;

7. Install the RPM. (If you have the zenoss-core-zenpacks RPM already installed, use the - - nodeps option with
this command.)

root# rpm-UWh --nodeps zenoss-Version.rpm

where Version is the current version of Zenoss.

8. Start the system to complete the upgrade:

root# service zenoss start

9. Stop the system, and then restart zeoct | :

root# service zenoss stop
su - zenoss sh -c "/opt/zenoss/bin/zeoctl start"

10. Upgrade the Core ZenPacks:
# rpm - UWh --nodeps zenoss-core-zenpacks-Version. el 5.i386.rpm

where Version is the current version of Zenoss.

11. Delete your browser cache. (For example, if using Firefox, press Ctrl-Shift-R to clear your cache.)

10.5. Upgrading RHEL 4/ CentOS4 or RHEL 5/ CentOS5 RPMs

Use these instructions to install an updated version of the Zenoss RPM for RHEL 4/ CentOS 4 or RHEL 5/ CentOS 5.
1. Back up your Zenoss data files, as outlined in the section titled "Back Up Zenoss Data."

2. Install the libraries. Use one of the following commands:

RHEL 4

up2date |ibgonp libgcj liberation-fonts

RHEL 5, CentOS 5 or CentOS4

yum -y install |ibgonp libgcj liberation-fonts
Download the Zenoss software.
Shut down your existing Zenoss instance. Use this command:

root# service zenoss stop

5. Run the following command to make sure all of the Zenoss processes have stopped. Verify that no results return
from the command.

root# ps ax|grep zenoss
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10.

11.

Note

If you see processes owned by MySQL, do not stop them.
Clean up cache files with the following commands:

root# rm/opt/zenoss/var/*. zec
root# find /opt/zenoss/perf -name \*.pickle -exec rm-f {} \;

Install the RPM. (If you have the zenoss-core-zenpacks RPM already installed, use the - - nodeps option with
this command.)

root# rpm-UWh --nodeps zenoss-Version.rpm
where Version is the current version of Zenoss.
Start the system to complete the upgrade:

root# service zenoss start

Stop the system, and then restart zeoct | :

root# service zenoss stop
su - zenoss sh -c "/opt/zenoss/bin/zeoctl start"

Upgrade the Core ZenPacks:

# rpm - UWh --nodeps zenoss-core-zenpacks-Version. el X i386.rpm

where Version is the current version of Zenoss and X is "4" or "5," depending on your OS.
Delete your browser cache. (For example, if using Firefox, press Ctrl-Shift-R to clear your cache.)

10.6. Upgrading a Source Tarball Installation

Follow these steps to upgrade a Zenoss source tarball.

Note

Before you begin:

If upgrading to Version 3.0, you must install the PreUpgrade ZenPack and follow the associated instructions.
Make sure you have Sun JRE 1.6 installed and that its bi n directory is visible in your Zenoss-visible search
path.

Back up your Zenoss data files, as outlined in the section titled "Back Up Zenoss Data."

Log in as user "zenoss" (or with the account name you used when you built your source installation):

$ su - zenoss

Verify that the ZENHOME environment variable is not null and is set to the expected location of your existing
source build installation; for example:

zenoss$ echo $ZENHOVE
zenoss$ |s -1 $ZENHOVE

Add this Zenoss environment variable to the appropriate profile for your shell (for example, .profile):

export | NSTANCE HOVE=$ZENHOVE
Stop Zenoss with the following command:

zenoss$ zenoss st op

36



Upgrading

6. Clean up cache files with the following commands:

zenoss$ cd $ZENHOVE
zenoss$ rm./var/*. zec
zenoss$ find ./perf -name \*.pickle delete

7. Remove back-level Python and Zope files with the following commands:

zenoss$ cd $ZENHOVE
zenoss$ rm-rf skel doc include |ib share/doc/rrdtool-1.3.8 Products bin extras

8. If upgrading from Zenoss version 2.4 x to 3.0, remove these directories (if they exist) from $ZENHOVE/ Pr oduct s/ :

zenoss$ rm -rf Products/ AdvancedQuery Products/ CMFCor e Product s/ Fi ve Products/ GenericSetup \
Product s/ Hot fi x_20070320 Product s/ Managabl el ndex Product s/ OFol der Product s/ Pl uggabl eAut hServi ce \
Product s/ Pl ugi nRegi stry Product s/ ZenTest Runner

9. Download and extract the new tarball, and then (as user "zenoss") runinstal | . sh:

zenoss$ cd ~

zenoss$ tar zxf zenoss-Version.tar.gz
zenoss$ cd zenoss- Version

zenoss$ ./install.sh

Where Version is the current Zenoss version.

10. After installation completes, migrate your data (as user "zenoss"):

zenoss$ zennigrate

11. Delete your browser cache. (For example, if using Firefox, press Ctrl-Shift-R to clear your cache.)

10.7. Upgrading a Subversion Sour ce Checkout

Follow these steps to upgrade a Zenoss subversion source checkout.

Note

Before you begin:
e Ifupgrading to Version 3.0, you must install the PreUpgrade ZenPack and follow the associated instructions.

¢ Make sure you have Sun JRE 1.6 installed and that its bi n directory is visible in your Zenoss-visible search
path.

1. Back up your Zenoss data files, as outlined in the section titled "Back Up Zenoss Data."
2. Login as user "zenoss" (or with the account name you used when you built your source installation):

$ su - zenoss
3. Verify that the ZENHOME environment variable is not null and is set to the expected location of your existing
source build installation; for example:

zenoss$ echo $ZENHOVE
zenoss$ |'s -1 $ZENHOVE

4. Add this Zenoss environment variable to the appropriate profile for your shell (for example, .profile):

export | NSTANCE HOVE=$ZENHOVE
5. Stop Zenoss with the following command:

zenoss$ zenoss stop

6. Clean up cache files with the following commands:
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zenoss$ cd $ZENHOVE
zenoss$ rm./var/*. zec
zenoss$ find ./perf -name \*.pickle delete

7. Remove back-level Python and Zope files with the following commands:

zenoss$ cd $ZENHOVE
zenoss$ rm-rf skel doc include |ib share/doc/rrdtool-1.3.8 Products bin extras

8. If upgrading from Zenoss version 2.4 x to 3.0, remove these directories (if they exist) from $ZENHOVE/ Pr oduct s/ :

zenoss$ rm-rf Products/AdvancedQuery Products/ CM-Core Products/Five Products/ GenericSetup \
Product s/ Hot fi x_20070320 Product s/ Managabl el ndex Product s/ OFol der Product s/ Pl uggabl eAut hServi ce \
Pr oduct s/ Pl ugi nRegi stry Products/ZenTest Runner

9. Build from the latest source in Subversion on the stable 3.0 branch. To do this, switch to a directory of choice
outside of ZENHOME and check out the i nst directory:

zenoss$ svn co http://dev. zenoss. or g/ svn/ br anches/ zenoss- 3. 0. x/ i nst zenossi nst-3. 0. x
zenoss$ cd zenossinst-3.0. x
zenoss$ SVNTAG=br anches/ zenoss-3.0.x ./install.sh

10. After installation completes, migrate your data (as user "zenoss"):
zenoss$ zennigrate

11. Delete your browser cache. (For example, if using Firefox, press Ctrl-Shift-R to clear your cache.)
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11.1. Upgrading From a Source I nstall to a Stack I nstall

Follow these steps to upgrade from a source-based install to a zenoss-stack .deb or rpm.

Note: For all commands, the prompt "#" indicates "run as root" and "$" indicates the zenoss user.

1.
2.

10.

11.

12.

13.

Get the Zenoss . deb (for Debian) or . r pm(for RHEL and SUSE).

The Zenoss stack includes its own copy of MySQL, which, by default, will run on port 3307. Change your current
configuration to point to port 3307.

In the Zenoss interface, go to the Event Manager. Select Edit, and then change the port from 3306 to 3307
Back up all data:

$ zenbackup --fil e=/tnp/zenbackup.tgz
Make a note of which ZenPacks you have installed.

Note

From the Zenoss interface, go to Settings > ZenPacks for a list of installed ZenPacks.

Shut down the system:

$ zenoss stop

Move the current Zenoss to a new name:

$ nv /usr/local/zenoss /usr/local/zenoss-2.1.3

Install the stack on Debian by using the . deb:

# dpkg -i zenoss-stack*. deb

Copy the configuration files to a backup directory:

$ cd /usr/local /zenoss/ zenoss/ etc
$ cp zeo. conf zope.conf /tnp

Start MySQL.:

# [usr/local/zenoss/ nmysql/scripts/ctl.sh start

Reinstall any . egg ZenPacks that were previously installed. For . zi p ZenPacks, convert these to . egg files and
then install them.

Load your data back with zenrestore:

$ zenrestore --dbuser=zenoss --dbpass=zenoss --file /tnp/zenbackup.tgz

Copy the configuration files back:

$ cp /tnp/ zope. conf /usr/local/zenoss/zenoss/etc
$ cp /tnp/ zeo.conf /usr/|ocal/zenoss/zenoss/etc

Start zeo:

$ zeoct| start
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14. Migrate the data:

$ zennigrate
15. Re-register the portlets:
$ zendnmd
>>> from Products. ZenW dget s. ZenossPort| ets. ZenossPortlets \
i mport register_default_portlets

>>> register_default_portlets(zport.ZenPortl| et Manager)
>>> commit ()

16. Start Zenoss:

$ zenoss start
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12.1. Before You Begin

Before removing your Zenoss instance, you may want to save Zenoss data files. For information about saving your
files, refer to the backup and archive instructions in Zenoss Administration.

Use the instructions in one of the following sections to remove a Zenoss instance.

12.2. Remove an RPM Installation

Use these instructions to remove a Zenoss RPM installation and all of its components from your system.

1. Use the following command to verify the Zenoss components you will remove. (This depends on your specific
implementation.)

rpm-ga | grep -i zenoss

2. Asroot, enter the following command, where Components is one or more Zenoss components listed in the order
identified by the response to Step 1:

rpm -e Conponents

For example, if you are removing an Enterprise installation, you would enter a command similar to:
rpm-€e zZenoss- enter pr i se- zenpacks Zenoss-cor e- zenpacks Zenoss
3. Then enter:

rm-rf /opt/zenoss
userdel zenoss
mysql -u root

4. Enter the following commands at the nysql prompt:

> drop dat abase events;
> drop user 'zenoss' @l ocal host"';

12.3. Remove a bin Stack I nstallation

Use these instructions to remove a Zenoss bin stack installation and all of its components from your system:
1. Loginasroot.
2. From the command line, change to the location where Zenoss is installed (for example, / usr/1 ocal / zenoss).
3. Enter the following command:
./uninstall

4. Follow the prompts to remove the installation.

12.4. Remove a Debian Stack I nstallation

To remove a Zenoss instance and all of its files:
1. Inthe/usr/local/zenoss folder, locate an executable file named uni nstal | .

2. Runthe uninstall command and follow the prompts. Zenoss is removed from your system.

To remove the Zenoss deb files, the removal process uses the dpkg uni nstal I command:
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dpkg -r zenoss- st ack- VERSI ON

Where VERSION is the Zenoss version you are removing.

12.5. Remove a Stack I nstallation (Mac OS/X)

To remove an instance of Zenoss installed by using the OS/X Stack installer:
1. Inthe Go menu of the Finder, select Go to Folder.
2. Inthe dialog that appears, enter:
/usr/|ocal / zenoss
A new finder window installs and shows the contents of that folder. It contains an application called
uni nstal | . app.
Run the application. Follow the screen prompts to remove Zenoss from your system.
After removing Zenoss, you must also remove the "zenoss" user and group. To do this:
a. Remove the "zenoss" user from the "zenoss" group:
sudo dscl . del ete /groups/zenoss G oupMenbership zenoss

b. Delete the "zenoss" user and the user's directory:

sudo dscl . delete /Users/zenoss
sudo rm -rf /Users/zenoss

c. Delete the "zenoss" group:

sudo dscl . del ete /groups/zenoss
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